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Electronic structures of [Fe2S2(SCH3)4]2-,3- in DMSO solution are calculated using reference interaction site
model complete active space self-consistent field (RISM-CASSCF)/multireference second-order Møller-
Plesset perturbation theory (MRMP) method. For the reduced state, we obtain both the low-spin Fe3+Fe2+

localized and high-spin Fe2.5+Fe2.5+ delocalized forms, which are very close in energy. The spin interaction
constants obtained from the energies of states with various spin multiplicities are in good agreement with the
available experimental estimates both for the oxidized and for the reduced states. The dynamic electron
correlation effect is found to be important in estimating the spin interaction between the Fe ions. The redox
potentials are calculated to be 2.87 and 2.78 eV for the localized and delocalized reduced states, respectively,
which are close to the experimental values. We devise a simple model for calculating the free energy curves
of the reduction process based on the RISM-SCF theory. The activation barrier height is calculated to be 7.4
kcal/mol at the equilibrium geometry of oxidized state, indicating that the reduction reaction will occur
efficiently in DMSO solvent. The effect of solvent fluctuation on the free energy profiles is discussed on the
basis of the present calculations.

1. Introduction

Iron-sulfur proteins containing Fe2S2 clusters are known as
major electron carriers in biological electron-transfer systems
such as mitochondrial and photosynthetic chains.1,2 Since their
biological functions rely on the redox properties of the Fe2S2

core and their modulation by protein and solvent environments,
many experimental1-5 and theoretical6-10 studies have been
carried out to explore these issues for Fe2S2 ferredoxins and
their synthetic analogues.

Fe2S2 clusters have reversible oxidized-reduced states as

where S* denotes an inorganic sulfur bridging two Fe atoms
and R is cysteine in proteins or, for example, ano-xylyl or
phenyl group in their synthetic analogues. Although the ground
state of the oxidized species has the singlet spin electronic
structure where the two Fe3+ ions with the spin quantum number
S ) 5/2 are coupled antiferromagnetically,5,11,12 that of the
reduced form is still controversial. The low-spin Fe3+Fe2+ mixed
valence electronic structure is generally considered to be the
ground state where the Fe3+ (S) 5/2) and Fe2+ (S) 2) ions are
coupled through the antiferromagnetic exchange interaction,
referred to as a localized state.12 However, the high-spin valence
delocalized state has been experimentally observed for Cys60Ser13

and Cys56Ser14 mutants ofClostridium pasteurianum, indicating
that these proteins exist as mixtures of theS ) 1/2 localized
andS) 9/2 delocalized forms. Moreover, the delocalized high-
spin Fe2.5+Fe2.5+ pairs are detected in the subunits of [Fe3S4]0

and [Fe4S4]3+,2+,+ iron-suflur proteins.2 For example, two

equivalent high-spin Fe2.5+Fe2.5+ pairs are antiferromagnetically
coupled and thus totally the singlet ground state is formed in
[Fe4S4]2+.

In the present paper, we study the electronic structures of
[Fe2S2(SCH3)4]2-,3- in polar solvent. Although Fe2S2 clusters
have been the subjects of many theoretical studies, most of them
are based on spin-unrestricted Hartree-Fock (UHF) or density
functional theory (DFT).7,9,10,15We employ here spin-adapted
wave functions, that is, complete active space self-consistent
field (CASSCF) and multireference second-order Møller-
Plesset perturbation theory (MRMP),16 to calculate the energy
levels of all the spin states including the intermediate ones. The
spin-adapted method is particularly important for describing the
delocalized Fe2.5+Fe2.5+ reduced state because the spin-
unrestricted method with symmetry-broken molecular orbitals
is difficult to apply to this state. Solvent environmental effects
on the electronic structures of the [Fe2S2(SCH3)4]2-,3- cluster
are incorporated by the reference interaction site model (RISM)
SCF method.17 Mouesca et al.7 and Li et al.9 used a dielectric
continuum model to evaluate the protein and solvent contribu-
tions to the redox potentials of iron-sulfur clusters. The
advantage of the RISM-SCF method over the dielectric con-
tinuum model is that it maintains the molecular aspects of
solvent and thus is capable of describing a local solute-solvent
interaction in molecular detail.

The purposes of the present paper are twofold. One is to
provide detailed descriptions of the electronic and magnetic
properties of [Fe2S2(SCH3)4]2-,3- in polar solvent. Based on
the calculated energies of various spin states, the spin interaction
between two Fe ions is examined both for the oxidized and for
the reduced forms, and the results are compared with the
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available experiments. For the reduced state, we focus on the
relative stability between the localized and delocalized forms.
It is noted that reliable electronic structure calculations for the
delocalized Fe2.5+Fe2.5+ state are virtually nonexistent, to our
knowledge. The other is to examine the effect of solvent thermal
fluctuation on the activation barrier of the reduction process.
We derive a simple model for calculating the free energy profiles
based on the RISM-SCF method. In the next section, compu-
tational methods employed in the present work are described.
In section 3, we present the calculated results. Electronic and
magnetic properties of the oxidized and reduced states of the
Fe2S2 cluster are discussed. We also examine the mechanism
of the reduction process based on the calculated redox potentials
and solvation structures. The conclusions are summarized in
section 4.

2. Computational Details

We calculated the electronic structures of [Fe2S2(SCH3)4]2-,3-

in polar solvent (see Figure 1). Although dimethyl formamide
(DMF) has been used as a solvent in many experimental works,
we adopt here dimethyl sulfoxide (DMSO) because DMSO with
a smaller number of interaction sites is easier to treat than DMF
and the experimental results in DMSO solution are not very
different from those in DMF.4,18

In RISM-SCF theory, the free energy is given by

whereĤ0 is the solute electronic Hamiltonian in the gas phase,
Ψ is the solute wave function, and∆µ is the excess chemical
potential.17 If we employ the second-order perturbation theory
to estimate the dynamic electron correlation energy, the free
energy becomes

Here∆E(2) is the second-order correlation energy calculated with
the solvated Hamiltonian,

where Q̂a is the population operator generating the effective
chargeQa at the solute sitea andVa is the electrostatic potential
acting on the sitea obtained from RISM-SCF calculations. With
this Hamiltonian, we can take account of the change of∆µ due
to the first-order change of solute effective charges because this
can be represented as

and is included in eq 3. HereQ(0) is the RISM-SCF effective
charge on the solute sites and∆Q(1) the first-order change of
effective charges obtained from the first-order wave function.

CASSCF wave functions were constructed as follows. For
the geometry optimizations of the oxidized and reduced states,
we chose 10 active space orbitals that are mainly localized to
the Fe 3d orbitals. To obtain more reliable energy estimates,
the active space was increased to 13 by including three orbitals
mainly composed of S* 3p atomic orbitals, (py + py) with b2u

symmetry, (pz + pz) with b1u, and (pz - pz) with b3g, to the
active space. These CASSCF orbitals are displayed in Figure
2. For MRMP calculations, the intruder state avoidance method19

with the parameter of 0.02 was applied. Note that change of
the parameter little affected the calculated results.

The effective core potentials with the basis sets proposed by
Stevens et al.20,21 were employed for Fe and S. We further
augmented diffuse s and p functions on S, and thus the resultant
contracted basis functions were (8s8p6d)/[4s4p3d] and (5s5p1d)/
[4s4p1d] for Fe and S, respectively. For C and H atoms, the
6-31G basis set was used. In determining the partial charges
on the solute sites, grid points generated by the Spackman
method22 were applied.

The RISM integral equations were solved by using the hyper-
netted chain (HNC) closure relation. The Lennard-Jones (LJ)
parameters and solvent partial charges are summarized in Table
1. Since the LJ parameters for Fe were not available, we
constructed them so as to reproduce the MM3 van der Waals
function25 between Fe and O atoms. The temperature and density
of DMSO solvent were 298.15 K and 0.008 49 molecules/Å3,
respectively.

Figure 1. Strucure of Fe2S2
/(SCH3)4 cluster.

F ) 〈Ψ|Ĥ0|Ψ〉 + ∆µ (2)

F ) 〈Ψ|Ĥ0|Ψ〉 + ∆E(2) + ∆µ (3)

Ĥ ) Ĥ0 + ∑
a

Q̂aVa (4)

∆µ(Q(0) + ∆Q(1)) ≈ ∆µ(Q(0)) + ∑
a

∆Qa
(1)Va (5)

Figure 2. Important orbitals for describing the electronic structures:
dx2-z2 + dx2-z2 and dx2-z2 - dx2-z2 orbitals (top), dy2 + dy2 and dy2 - dy2

orbitals (center), and three 3p orbitals on S* included in active space
(bottom).
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All the calculations were performed by the GAMESS
quantum chemistry package,26 in which we implemented our
own RISM-SCF routines.

3. Results and Discussion

3.1. Electronic Structures. 3.1.1. Oxidized State.We ex-
amine here the electronic structure of the oxidized state,
[Fe2S2(SCH3)4]2-. For this state, the singlet spin state is observed
experimentally as the ground state.5,11,27From structural points
of view, two Fe3+ ions are coordinated almost tetrahedrally by
four S2- anions, which separates five Fe 3d orbitals into two
groups; energetically lower dy2 and dx2-z2 orbitals and higher
dxy, dyz, and dzx ones, and these two Fe3+ ions withS) 5/2 spin
multiplicity couple antiferromagnetically. Note that in the
present case two lower orbitals split into dy2 and dx2-z2 ones by
a distortion from the regular tetrahedron (see Figure 2).

The optimized geometry at the RISM-CASSCF level is given
in Table 2, where the calculated Fe-S* and Fe-S distances of
2.356 and 2.416 Å are much longer than the experimental ones,
2.185-2.232 and 2.303-2.312 Å.4 This is because the CASSCF
wave function mainly treats the static electron correlation effect,
not the dynamic correlation. To obtain a more reliable estimate
of the geometry, we carried out the RISM-CASSCF/MRMP
calculations. Since the full geometry optimization with the
MRMP method is computationally formidable for such a large
system as [Fe2S2(SCH3)4]2- at present, we only optimized
important distances with the method as follows. We first
performed RISM-CASSCF calculations to optimize all the
remaining degrees of freedom with fixing the Fe-S* and Fe-S
distances, denoted asri (i ) 1, ..., 8), at values around the
CASSCF optimized geometry, and then calculated the RISM-
CASSCF/MRMP free energies at these geometries. The resultant
free energies were next represented by a quadratic function,

where the coefficients,aij, bi, andc, were least-squares fitted
to the energies at nine points: Fe-S* ) 2.15, 2.20, and 2.25
Å and Fe-S ) 2.25, 2.30, and 2.35 Å, respectively. The
standard deviation between the calculated free energy and fitted

function was 5.4× 10-5 hartree. Note that only two distances
are independent variables because the oxidized form hasD2h

symmetry. The Fe-S* and Fe-S distances thus obtained are
included in Table 2. Although these distances, 2.207 and 2.312
Å, are considerably improved from the CASSCF values, the
Fe-Fe distance, 2.977 Å, is still longer than the experimental
values, 2.691-2.698 Å. Therefore, we further carried out the
RISM-CASSCF/MRMP calculations with varying the Fe-Fe
distance, where the remaining bond distances were fixed. The
resultant Fe-Fe distance, 2.697 Å, is now in good agreement
with the experiments as seen in Table 2.28

At the MRMP-optimized geometry, the energies of all the
spin states,S ) 0-5, were calculated by the RISM-CASSCF
and MRMP methods, and the relative energies with respect to
the singlet state,S ) 0, are listed in Table 3. In experimental
and theoretical studies for binuclear transition metal complexes,
the Heisenberg Hamiltonian

has been conveniently utilized to model the spin interaction
between different centers. HereŜ1 andŜ2 are the spin operators
assigned to the two centers and the total spinS is given byŜ )
Ŝ1 + Ŝ2. With this Hamiltonian, the energy of state with the
spin quantum numberS is given by

whereJ is the spin-spin interaction parameter. As seen in Table
3, the calculated energy sequence significantly deviates from
the prediction by the Heisenberg Hamiltonian. The energy
difference between the nearest neighbor spin states becomes
smaller with the increase ofS than that by eq 8, indicating that
the parameter|J| strongly depends on the quantum numberS
and decreases with increasingS. Cory et al.10 calculated the
energy levels of all the spin states for [Fe2S2SH4]2- by the
projected UHF method with the semiempirical Zerner’s inter-
mediate neglect of differential overlap (ZINDO) Hamiltonian.
In contrast to the present results, they observed that|J| increased
with increasingS. The present results can be rationalized by
analyzing the wave functions. The occupation numbers of the
3d orbital pairs for theS ) 0 state are (1.009, 0.991), (1.148,
0.852), (1.046, 0.954), (1.123, 0.877), and (1.044, 0.956) for
dx2-z2, dy2, dxy, dyz, and dzx, respectively. This means that the
spin exchange interaction depends on the type of d orbital pair
and the Heisenberg Hamiltonian is too simple to describe such
complicated spin interactions as those in the present system. It
is noteworthy that the occupation numbers gradually change
with S and become 1 atS ) 5, indicating that there is no
particular UHF electronic configuration for the intermediate spin
states.

As in the previous works,7,9,10 we estimated the value ofJ
using the energies ofS ) 5 and 0 states, and the results are

TABLE 1: Lennard-Jones Parameters and Solvent Partial
Charges

site q σ, Å ε, kcal mol-1

Solutea

Feb 4.35 0.347
S 3.56 0.250
C 3.40 0.109
H 2.47 0.016

Solventc

O -0.459 2.80 0.0715
S 0.139 3.40 0.238
CH3 0.160 3.80 0.293

a Reference 21.b See text for Fe parameters.c Reference 22.

TABLE 2: CASSCF and MRMP-Optimized Geometriesa

reduced

oxidized localized delocalized

CASSCF MRMP CASSCF MRMP CASSCF MRMP

Fe-S* 2.356 2.207 2.326/2.525 2.214/2.321 2.413 2.223
Fe-S 2.416 2.312 2.475/2.561 2.360/2.408 2.540 2.385
Fe-Fe 3.167 2.697 3.224 2.855 3.046 2.619

a Units in Å.

F(r ) )
1

2
∑
i,j

aijrirj + ∑
i

biri + c (6)

TABLE 3: Energies of Different Spin-States for the
Oxidized Statesa

state MRMP CASSCF
11B1u 6093 (6415) 1583 (1586)
9Ag 4463 (4713) 1159 (1161)
7B1u 2897 (3066) 750 (751)
5Ag 1539 (1631) 397 (398)
3B1u 535 (566) 138 (138)
1Ag 0b (0) 0b (0)

a Values in parentheses are in a vacuum. Units are in cm-1. b Relative
energies with respect to1Ag states. MRMP and CASSCF energies of
1Ag in solution are-465.1774 and-463.2827 hartree, respectively.

H ) - 2J(Ŝ1‚Ŝ2) (7)

E(S) ) -JS(S+ 1) (8)
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-53 and -203 cm-1 for the RISM-CASSCF and MRMP
methods, respectively. The present MRMP value of|J| is slightly
larger than the results with the ZINDO Hamiltonian, 161 cm-1,
but is much smaller than the DFT result, 382 cm-1. We also
obtained the|J| value from the energy difference between the
S ) 1 and 0 states, 268 cm-1. Experimentally the value of|J|
has been measured for various ferredoxin complexes: 180 cm-1

for spinach ferredoxin,11 182 cm-1 for Spirulina maxima,27 and
149 cm-1 for a synthetic analogue.5 The present results of|J|
are comparable to these experimental values.

As shown in Table 3, the energy differences between the
nearest neighbor spin states by the CASSCF wave functions
are much smaller that those by the MRMP. This is because the
dynamic correlation energy becomes larger with decreasingS.
The energy levels of all the spin states calculated in a vacuum
at the same geometry as in solvent are also presented in the
parentheses in Table 3, where we can see that the energy
differences are insensitive to the solvent environment.

3.1.2. Reduced State.The electronic structure of the reduced
state, [Fe2S2(SCH3)4]3-, is more complicated than that of the
oxidized one. There can be many electronic states when one
electron is inserted into the oxidized state. As noted above, the
dy2 and dx2-z2 orbitals of Fe are energetically lower than the other
three d orbitals in the oxidized state, and therefore one can
expect that an electron is added to one of the four orbitals dy2

+ dy2, dy2 - dy2, dx2-z2 + dx2-z2, and dx2-z2 - dx2-z2 in forming
the ground state of the reduced one (see Figure 2). To specify
the ground-state electronic structure, we first carried out four
states averaged (SA) CASSCF calculations for the reduced states
with the lowest and highest spin multiplicities,S) 1/2 and9/2,
at the MRMP-optimized geometry for the oxidized state. Here
we employed 13 active orbitals, and 17 electrons were distrib-
uted among them. In this case, the dynamic electron correlation
energies were estimated by the multiconfigurational quasi-
degenerate perturbation theory (MC-QDPT).29 Note that the
MC-QDPT method becomes the same as the MRMP when only
one state is considered.

Table 4 summarizes the calculated energies. For the low-
spin state,S) 1/2, the2B1u state is energetically the lowest both
from the SA-CASSCF and MC-QDPT calculations. As seen in
the table, the second state,2Ag, is located at very close in energy
to the 2B1u, though the energies of the third and fourth states
are much higher than that of the ground state. If we employ the
CASSCF wave functions with 10 active orbitals, the occupation
number of the dx2-z2 + dx2-z2 orbital is ∼2 with those of the
remaining active orbitals being∼1 for the ground state, while
the dx2-z2 - dx2-z2 orbital has the occupation of∼2 in the2Ag.
However, the occupation numbers of these two dx2-z2 orbitals

becomes∼1.5 if the number of active orbitals is increased to
13. This is because the wave function ofS ) 1/2 state is
described as a linear combination of electronic configurations
corresponding to two localized structures, Fe2+Fe3+ and Fe3+-
Fe2+, atD2h geometry and the mixing of S* orbitals with Fe 3d
ones is allowed so as to stabilize the Fe ions by including the
S* orbitals into the active space. We found that the CASSCF
wave function is unstable with respect to the symmetry breaking
of CASSCF orbitals30 and that the CASSCF energy with 10
active orbitals is actually lowered by 2.1 eV by removing the
restriction ofD2h symmetry to the orbitals. Two dx2-z2 CASSCF
orbitals thus obtained were localized to different Fe atoms and
the occupation numbers obtained from the symmetry-broken
CASSCF wave function were∼2 for one dx2-z2 orbital and∼1
for the other.

The high-spin ground state is10B1u where the dy2 + dy2 orbital
with ag symmetry is doubly occupied and the remaining d
orbitals are singly occupied. As shown in Table 4, the ground-
state energy is well separated from those of the excited ones.
The electronic structure of this state is characterized as a
delocalized state, Fe2.5+Fe2.5+, where the electron inserted into
the oxidized state distributes over two Fe atoms. For the
delocalized state, the double exchange mechanism has been
proposed to interpret the energy levels for states with different
spin multiplicities,31-33 where the double exchange parameter
B is added to the Heisenberg Hamiltonian, eq 7, and thus the
energy levels are given by

whereB is defined to be positive. From eq 9, the highest spin
state,S ) 9/2, can be the ground state for|B/J| > 9/2 with J <
0. Based on the Hubbard-Anderson model Hamiltonian, Girerd
et al.33 showed that the magnitude ofB is proportional to the
interaction energy between the two d orbitals that the delocalized
electron occupies, and such an interaction energy is roughly
estimated as a half of the energy gap between the bonding and
antibonding orbitals formed by a pair of d orbitals. We estimated
the energy gaps using the CASSCF canonical orbitals for the
oxidized state, and the results were 1.11, 2.76, 1.01, 0.30, and
3.55 eV for the dxy, dyz, dzx, dx2-z2, and dy2 orbital pairs,
respectively. Considering that the gap between the dx2-z2 ( dx2-z2

orbitals is the smallest and that between the dy2 ( dy2 orbitals is
the largest among the five d orbital pairs, the results in Table 4
are consistent with the prediction derived from the double
exchange mechanism.

We carried out geometry optimizations for the reduced state
in DMSO solvent with the same procedures as those for the
oxidized state. For the low-spin state, we employed the CASSCF
method with 10 symmetry-broken active orbitals even at aD2h

geometry. The resultant optimized geometries are summarized
in Table 2. As in the case of oxidized state, the Fe-S* and
Fe-S distances at the MRMP-optimized geometries become
shorter by 0.1-0.2 Å than those of the CASSCF geometries
both for the localized and for the delocalized states. The low-
spin localized state withS) 1/2 has theC2V optimized geometry,
where the Fe-S* and Fe-S distances at Fe2+ side are
lengthened by 0.1 Å from the oxidized state. TheD2h-optimized
geometry was obtained for the high-spin delocalized state,S)
9/2. Both the Fe-S* and Fe-S bond lengths become slightly
longer than those in the oxidized state. It is noted that the Fe-
Fe distance shrinks from that in the oxidized state because the
dy2 + dy2 bonding orbital becomes doubly occupied in the
delocalized high-spin state.

TABLE 4: Energy Levels of the Reduced State in a Vacuum
at the Oxidized State Geometrya

state MC-QDPT SA-CASSCF

The Lowest Spin State (S) 1/2)
2B1u 0b 0b dx2-z2 + dx2-z2

2Ag 0.050 0.050 dx2-z2 - dx2-z2

2B1u 0.869 0.458 dy2 + dy2

2Ag 1.279 0.744 dy2 - dy2

The Highest Spin State (S) 9/2)
10B1u 0.252 0.168 dy2 + dy2

10Ag 1.053 0.601 dx2-z2 - dx2-z2

10B1u 1.135 0.636 dx2-z2 + dx2-z2

10Ag 3.193 1.954 dy2 - dy2

a Units in eV. b Relative energies with respect to 12B1u states. MC-
QDPT and SA-CASSCF energies of 12B1u are -465.0387 and
-463.0490 hartree, respectively.

E(S) ) - JS(S+ 1) - B(S+ 1/2) (9)
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To examine the spin interaction in the reduced state, we
calculated the energies of states with all the possible spin
multiplicities at the MRMP-optimized geometries for the
localized and delocalized states. The electrostatic potentials
acting on the solute atomic sites were obtained by the RISM-
CASSCF calculations for each state. The results are summarized
in Table 5. For the localized state, the ground state is2A1, and
the energy becomes higher with increasingS, though the level
structure largely deviates from that of eq 8 as seen in the
oxidized state. The spin interaction parameter|J| estimated from
the energies ofS) 9/2 and1/2 states is 105 cm-1, which agrees
with the experimental values,e100 cm-1 for spinach ferre-
doxin11 and 98 cm-1 for Spirulina maxima.27 In contrast to the
localized state, the highest spin state,S ) 9/2, is the lowest in
energy for the delocalized state, and the energy becomes high
with decreasingS. We obtained the values ofJ andB by least-
squares fitting to the energy levels in Table 5, and the results
were -115 and 1367 cm-1 for J and B, respectively. The
calculated double exchangeB term is very close to the
experimental value, 1430 cm-1, estimated from variable tem-
perature magnetic circular dichroism (MCD) spectra of the
reduced Cys60Ser mutant ofClostridium pasteurianum2Fe
ferredoxin.13

The high-spin delocalized state has been suggested to exist
in protein mutants, and its ratio to the amount of localized state
has been estimated to be 1.5 from the MCD magnetization data
of the Cys60Ser mutant ofClostridium pasteurianum13 and 0.4
from the Mössbauer spectra of the Cys56Ser mutant.14 We
estimated the relative stability between the localized and
delocalized states from the present calculations. The delocalized
state is calculated to be more stable than the localized one by
0.58 eV by the RISM-CASSCF/MRMP calculations with 10
active orbitals. However, the 10 active space is not sufficient
for describing the localized state, as mentioned above, and
therefore we further carried out four SA-CASSCF and MC-
QDPT calculations with 13 active orbitals for both the states to
obtained a more reliable estimate of the energy difference. As
seen in Table 6, the localized state becomes lower in energy
by 0.09 eV than the delocalized one. Although the relative
stability between the two electronic states depends on the level
of calculations and is difficult to estimate accurately, we can at
least conclude that the delocalized state lies close in energy to
the localized one.

3.2. Redox Process.The redox potentialE0 is defined by

where ∆Fred is the difference of free energies between the
reduced and oxidized states and∆(SHE) is the standard

hydrogen electrode potential. The free energy difference is
further decomposed as

Here IPred is the ionization potential of the reduced state in the
gas phase and∆Fsolv is the change of solvation free energy due
to the reduction of the oxidized state. We performed the RISM-
CASSCF/MRMP calculations with 13 active orbitals for the
oxidized state to be consistent with the reduced state energies
with 13 active orbitals. Table 6 summarizes the calculated free
energy differences and their components.

The gas-phase vertical ionization potentials were calculated
to be-4.4 and-4.7 eV for the low-spin localized and high-
spin delocalized reduced states, respectively, at the MC-QDPT
level. The dynamic electron correlation effect reduces the
magnitudes of IPred more than 2 eV from the CASSCF values.
The adiabatic ionization energies obtained at the MRMP-
optimized geometries for the reduced forms become-4.2 and
-4.4 eV, respectively. Although the energies of the reduced
states are higher than that of the oxidized one in the gas phase,
the solvation energies increase by redistributing the solvent so
as to be in equilibrium to the reduced state charges. Figure 3
shows the radial distribution functions between the bridging S*
atom and the solvent sites, where we can see that the S*-CH3

peak grows by forming the reduced state, while the S*-O

TABLE 5: Energies of Different Spin-States for the
Reduced Statesa

localized delocalized

state MRMP CASSCF state MRMP CASSCF

10A1 2514 (2802) 851 (846)10B1u -2707 (-2346) -4298 (-4286)
8A1 1944 (2119) 578 (575)8Ag -2285 (-1999) -3275 (-3263)
6A1 1129 (1246) 328 (327)6B1u -1839 (-1606) -2219 (-2209)
4A1 453 (504) 129 (128) 4Ag -1087 (-930) -1117 (-1110)
2A1 0 (0)b 0 (0)b 2B1u 0 (0)b 0 (0)b

a Values in parentheses are in a vacuum. Units are in cm-1. b Relative
energies with respect to2A1 for the localized states and2B1u for the
delocalized ones, respectively. MRMP and CASSCF energies of the
2A1 states in solution are-464.9759 and-463.1129 hartree, respec-
tively. Those of the2B1u states are-464.9962 and-463.0179 hartree,
respectively.

E0 ) ∆Fred + ∆(SHE) (10)

TABLE 6: Differences of Free Energies between the
Reduced and Oxidized Statesa

state ∆Fred IPred ∆Fsolv

MRMP (10 Active Orbitals)b

vertical localized 1.708 (-0.960) -5.498 (-7.964) 7.206 (7.004)
delocalized 2.359 (-0.183) -4.896 (-7.239) 7.255 (7.056)

adiabatic localizedc 1.894 (-0.274) -5.158 (-6.540) 7.052 (6.266)
delocalized 2.472 (0.389) -4.612 (-6.513) 7.084 (6.902)

MC-QDPT (13 Active Orbitals)d

vertical localized 2.766 (0.257) -4.399 (-6.740) 7.165 (6.997)
delocalized 2.717 (0.239) -4.652 (-6.908) 7.369 (7.147)

adiabatic localized 2.870 (1.553) -4.215 (-5.395) 7.085 (6.948)
delocalized 2.782 (0.763) -4.412 (-6.221) 7.194 (6.984)

a Values in parentheses are obtained by RISM-CASSCF calculations.
Units are in eV.b RISM-CASSCF/MRMP free energy of the oxidized
state is-465.3915 hartree with 10 active orbitals.c We obtained the
free energy by adding the difference between the vertical and adiabatic
free energies by broken-symmetry calculations to the vertical free
energy calculated withD2h symmetry kept.d RISM-CASSCF/MRMP
free energy of the oxidized state is-465.4024 hartree with 13 active
orbitals.

Figure 3. Radial distribution functions between S* and solvent sites:
oxidized state, CH3 (solid line) and O (dotted line); reduced state, CH3

(dashed line) and O (dot-dashed line).

∆Fred ) IPred + ∆Fsolv (11)
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distribution shows small change. As seen in Table 6, the free
energy differences,∆Fred, become 2.77 and 2.72 eV at the
geometry of the oxidized state and further increase to 2.87 and
2.78 eV at the equilibrium geometries of the localized and
delocalized states, respectively, at the MC-QDPT level, while
the CASSCF redox potentials are considerably small. Experi-
mentally, the free energy difference between the oxidized and
reduced states was estimated to be 3.18 eV for [Fe2S2(S2-o-
xylyl) 2]2- and 3.58 eV for [Fe2S2(SPh)4]2-.4 Note that larger
redox potentials may be obtained if we replace the CH3 group
by o-xylyl or phenyl one because the gas-phase reduced state
energy can be lowered by distributing the added electron over
these aromatic rings.

We now consider the activation barrier of the reduction
reaction. Since the low-spin localized state is directly formed
by adding an electron to the oxidized state, we adopt here the
localized state as the reduced state. In describing charge-transfer
reactions in solution, it is convenient to employ the potential
energy difference between the two states as a solvation
coordinate, s.34-37 Since the solute-solvent interaction is
represented by the site-site electrostatic and LJ potentials in
the RISM-SCF theory, the solvation coordinates is calculated
as the function of electrostatic potentialsV acting on the solute
sites with the Hamiltonian eq 4,

whereEred and Eoxi are the energies of reduced and oxidized
states, respectively, at the solute nuclear coordinateR. Note
that the LJ energy does not contribute tos because we employ
the same LJ parameters both for the oxidized and reduced states.

The free energy surface of the oxidized state can be defined
by

whereP(s;R) is the probability density ofsandâ-1 ) kBT with
kB the Boltzmann constant andT the temperature, respectively.
Here C(R) is independent ofs and is determined later. The
probability P(s;R) is given by

whereW(V;R) is the probability function of the electrostatic
potentialsV acting on the solute sites for the oxidized state.
We assume thatW is represented by a multivariate Gaussian
distribution function,

where∆V is the deviation of the electrostatic potentials from
the average values obtained from the equilibrium solvation in
the oxidized state,∆V ) V - Vh . The matrix elementσab of σ
represents the correlation between the fluctuations of electro-
static potentials at the solute sitesa andb,

which can be analytically calculated with the RISM equations.38

We also assume that the electronic energies are expanded to
the first order in∆V,

whereQa
K is the effective charge at the sitea in the oxidized or

reduced state. To calculate the probabilityP, it is convenient
to diagonalize the covariance matrixσ,

whereΛ is the diagonal matirx with the elementsΛi (i ) 1, 2,
..., N). From eqs 14-18, the probability function can be
analytically calculated to be

where

and

whereUai represents the eigenvector ofσ. The oxidized state
free energy is thus expressed as

whereC(R) in eq 13 is chosen so that the value ofFoxi(s;R)
becomes that for the equilibrium solvationF0

oxi at s ) smin and
the force constantk is given by

The parabolic free energy curve for the reduced state is obtained
using the relation35-37

and the activation energy for the reduction process is calculated
by

whereλ ) 1/(2k) is the reorganization energy.
Figure 4 shows the calculated free energy curves for the

oxidized and localized reduced states at the equilibrium
geometry of the oxidized state, where the crossing of free energy
curves is observed in the inverted region. The activation barrier
height is calculated to be 0.32 eV (7.4 kcal/mol), indicating
that the activation energy is low enough for an efficient
reduction reaction to occur for the present system. Note that
the reorganization energy was calculated to be 1.31 eV. We
also calculated the barrier height at the equilibrium geometry
of the localized reduce state, and the result was 14.6 kcal/mol,

s ) Ered(V;R) - Eoxi(V;R) (12)

Foxi(s,R) ) -â-1 ln P(s;R) + C(R) (13)

P(s;R) ) ∫δ{s - Ered(V;R) + Eoxi(V;R)}W(V;R) dV (14)

W(V;R) ) ( 1
2π)N/2

(detσ(R)-1)1/2 exp(- 1
2
∆Vtσ(R)-1∆V)

(15)

σab ) 〈∆Va∆Vb〉 (16)

EK(V) ) EK(Vh ) + ∑
a

N (∂EK

∂Va
)

Vh

∆Va

) EK(Vh ) + ∑
a

N

Qa
K∆Va (K ) oxi or red)

(17)

tUσU ) Λ (18)

P(s) ) (∑
i)1

N

2πΛi∆Qi
2)-1/2 exp[-(∑

i

N

2Λi∆Qi
2)-1(s - smin)

2]

(19)

∆Qi ) ∑
a

N

(Qa
red - Qa

oxi)Uai (20)

smin ) Ered(Vh ) - Eoxi(Vh ) (21)

Foxi(s;R) ) 1
2
k(R)(s - smin(R))2 + F0

oxi(R) (22)

k ) 1

â∑iΛi∆Qi
2

(23)

Fred(s;R) - Foxi(s;R) ) s (24)

∆Fq(R) )
smin(R)2

4λ(R)
(25)
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which suggests that the reduction occurs near the equilibrium
geometry of the oxidized state, that is, the vertical transition.

To access the reliability of the present simple free energy
model, we estimated the free energy difference between the
oxidized and reduced states. By comparison with the Marcus
relation39 for the activation energy,

the free energy difference, that is, the reaction free energy, is
given by

which is calculated to be-2.61 eV, comparable to the free
energy difference in Table 6,-2.77 eV. This means that the
present model can provide a good approximation of the free
energy profiles for the reduction process despite rather crude
assumptions, eqs 15 and 17, based on the linear response theory.

With the present model, we can analyze the importance of
solvent fluctuation effect on the reduction reaction. As seen in
eq 23, the reorganization energy is represented by the sum of
the contributions from solvent polarization modes,Λi∆Qi

2. In
Figure 5, we show three polarization modes of which the
contributions toλ are more than 1%,Λ1, Λ5, andΛ20, where
the indices are the eigenvector numbers ofσ aligned with the
decreasing order of the eigenvalues. The polarization mode with
the largest eigenvalue was found to contribute over 92%, and
the remaining 23 modes have small contributions. It is note-
worthy that the polarization modes with small amplitudes on
the Fe2S2 site do not contribute toλ even if their eigenvalues
are large. As discussed above, the CH3 site of the DMSO solvent
is already attracted by the negative charge of solute cluster in
the initial oxidized state where the electrostatic potentials on
the solute sites have positive values, 4.2-6.2 V. After forming
the reduced state, these potentials become larger by 2.3-2.8
V, which indicates that the solute-solvent attractive interaction
is enhanced. Therefore, the solvent mode responsible for the
reduction process is considered to be approaching motions of
the solvent molecules to the solute. The eigenvector corre-
sponding to the most important polarization mode has the same
sign of amplitude at all the solute sites as seen in Figure 5.

4. Conclusion

In the present paper, we carried out RISM-CASSCF/MRMP
calculations to study the electronic and magnetic properties of
[Fe2S2(SCH3)4]2-,3- in DMSO solvent. For the reduced state,
we found two states that were close in energy. One is the low-

spin (S ) 1/2) localized state withC2V geometry, and the other
is the high-spin (S) 9/2) delocalized one withD2h. This result
is consistent with the experimental observations for mutants of
Clostridium pasteurianum. The spin interaction parameters were
estimated from the calculated energy levels of states with various
spin multiplicities. The calculated spin-spin interaction param-
etersJ in the Heisenberg Hamiltonian were comparable to the
available experimental estimates. The double exchangeB term
was also obtained for the delocalized reduced state. It is noted
here that we employed the 6-31G basis set for the CH3 group.
We repeated the energy calculations with the 6-31G* basis set
using the same geometries as the 6-31G case. The energy gaps
between spin states calculated with the 6-31G* basis set deferred
only by about 5 cm-1 from the 6-31G results, indicating that
the CH3 group can be regarded as a spectator to the electronic
structures of the Fe2S4 cluster. The 6-31G* solute-solvent
interaction energies were almost the same as those with the
6-31G basis set.

The redox potentials were estimated from the present calcula-
tions, 2.87 and 2.78 eV for the localized and delocalized reduced
states, respectively. We also devised a simple model for the
free energy profiles of the redox process based on the RISM-
SCF theory. The transition state was located in the inverted
region, and the barrier height was estimated to be 7.4 kcal/mol
at the equilibrium geometry of oxidized state, indicating that
the reduction reaction easily occurs for the present system. The
solvent polarization modes important in determining the reor-
ganization energy were analyzed. It was also found that the
linear response assumption employed in constructing the present
free energy model provides a good approximation for describing
the redox process.

Figure 4. Calculated free energy curves for the reduction process.

∆Fq )
(λ - ∆F°)2

4λ
(26)

∆F° ) λ - smin (27)
Figure 5. Important polarization modes.Λ is the eigenvalue (10-3

au), and the value in parentheses is the contribution to the reorganization
energy. The radius of the circle at each site is proportional to the site
amplitude of the eigenvector with the white or black circle being the
positive or negative sign.
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As seen in the present paper, the effect of solvent environment
and its fluctuation is crucial in describing the redox processes
of Fe2S2 clusters. This will be also true for iron-sulfur proteins
where the fluctuation of protein and solvent environments plays
an important role. In this respect, the results of the present
calculations may provide valuable information for constructing
realistic models of iron-sulfur protein systems for studying their
biological functions.
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